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a b s t r a c t

Diagnosis of lung malignity can be predicted or confirmed not only according to the values of appropriate
laboratory tests but also using multidimensional statistical analysis, which uses simultaneously all per-
formed tests in the form of their optimal combination. The developed new way of diagnosis prediction
is applied here to the results of laboratory analysis of lung tumor markers in serum as well as pleural
effusion (exudate). Four laboratory tests were used and investigated in detail: carcinoembryonic antigen,
eywords:
ung malignity
umor markers
ultidimensional analysis

OC curves

CEA, in serum as well as in pleural exudate, and cytokeratin 19 fragment, CYFRA, in serum and exudate,
as well. Each test represents one dimension in the investigated biomedical problem from the statistical
point of view. Joint utilization of the performed laboratory tests is based on their optimized combination
into a new statistical variable using a selected chemometric principle (principal component, discriminant
function, or logit in logistic regression). This approach results in enhancement of diagnostic effectiveness

purpo
applied for the specified

. Introduction

Lung cancer is the leading cause of cancer deaths in Europe. The
ost effective and generally recognized positive test for lung can-

er is based on histology of the appropriate tissue sample however
his way is relatively invasive and, above all, takes a long time. On
he contrary, the use of tumor markers is less invasive and takes

uch shorter time. It may, therefore, prevent the loss of time nec-
ssary for medical treatment in urgent cases. The most common
umor markers, which have been found to be of diagnostic signifi-
ance for lung tumor diseases, are carcinoembryonic antigen (CEA),
nd cytokeratin 19 fragment (CYFRA). CEA was identified in 1965
nd has been widely used for pursuing various tumors, i.e. colorec-
al cancers [1–3], breast cancer [4–6], and endometrial cancer [7].
imilarly to CEA, the CYFRA assay measures cytokeratin 19 frag-
ent in the body fluids (mainly serum) and its concentration is

ncreased with the extent of the malignant disease, e.g. oral cancer
8], bladder cancer [9,10], esophageal cancer [11], and gynecological
ancer [12–14]. The content of the serum CYFRA differs significantly
ccording to disease stage and performance status. Serum and pleu-

al fluid CYFRA 21-1 are useful as the measures in differentiating
alignant and benign disease [15]. CYFRA 21-1 assay may be a use-

ul tumor marker for discriminating benign from malignant pleural
ffusion, especially in those of non-small cell lung cancer. The com-
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bined use of CEA and CYFRA 21-1 assay in the malignant effusion
may increase the diagnostic yield compared with CEA or CYFRA 21-
1 alone [16]. It is important for this study that the determined levels
of CEA and CYFRA may help to establish efficiently the diagnosis of
lung cancer [17–28].

Pleural effusion is common for several kinds of lung illnesses in
clinical practice; malignancy is one of its main causes. Greater than
90% of malignant pleural effusions are due to metastatic disease,
mainly from lung or primary breast malignancies. The initial diag-
nostic approach includes examinations: thoracocentesis, cytology,
and biochemical laboratory tests. However, the sensitivity of sev-
eral mentioned non-invasive techniques is considered to be only
50–70%. To improve upon these rates, a number of tumor mark-
ers (TM) in the pleural effusion have been intensively evaluated. It
means that in addition to traditional determination in blood serum
the same TM are monitored in pleural fluid. Malignant pleural effu-
sions have higher levels of pleural fluid markers than did effusions
induced at benign conditions [29].

In our chemometric paper [30], devoted to prediction of car-
diovascular risk by means of nine cardiovascular markers, it was
discovered that, in general, diagnosis of any disease can be pre-
dicted/confirmed not only inspecting a series of single laboratory
tests but also using multivariate statistical analysis, in which all

or the best performing tests are used simultaneously in the form
of their optimal (usually linear) combination. This new approach
is now applied also to the current lung malignity problem uti-
lizing CEA and CYFRA tumor markers both in serum and pleural
effusion.

http://www.sciencedirect.com/science/journal/07317085
http://www.elsevier.com/locate/jpba
mailto:jan.mocak@ucm.sk
dx.doi.org/10.1016/j.jpba.2009.04.018
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late with any further markers (cholesterols, lipoproteins, etc.) but
its role in diagnosis prediction was significant [30]. Nevertheless,
a risk when an unimportant variable is kept may be reflected by
increased uncertainty of the achieved results, which can be proved
by running data analysis with and without such a variable.
ig. 1. PCA biplot showing 4 selected clinical variables (EXCYF, SCYF, EXCEA, SCEA)
nd 53 objects—patient samples. Software Statgraphics Plus 5.1.

. Experimental

.1. Investigated clinical data

Tumor markers CEA and CYFRA were determined at the
nstitute for Tuberculosis and Respiratory Diseases (ITRD) in
oprad—Kvetnica, Slovakia. Two sets of data were investigated:

1) The first (smaller and older) data set of 53 patients comprising
27 men and 26 women, among them 25 patients with malignant
tumor and 28 with benign tumor or other non-malignant dis-
ease (including tuberculosis), which was proved by histology.
Four clinical variables, indicating the malignant/non-malignant
status were composed: EXCEA (CEA in pleural effusion, i.e. exu-
date), SCEA (CEA in serum), EXCYF (CYFRA in exudate), and SCYF
(CYFRA in serum).

2) The second (larger and newer) data set of 182 probands con-
taining 108 men and 74 women. Here, utilizing histology, 86 of
the patient samples were ascertained malignant and 96 with
benign tumors, tuberculosis or another non-malignant disease.
Three clinical variables were utilized: EXCEA, SCEA, EXCYF, and,
in addition, the patient’s age (coded as AGE) and the gender of
the corresponding individual (coded as SEXN). The reason of
omitting SCYF was due to finding that it provides very sim-
ilar information as EXCYF (their pair correlation coefficient
was 0.606) so that it was practically redundant. It was proved
also by the results presented further in Section 3.1 and exhib-
ited by the smallest angle between the mentioned variables in
Fig. 1.

When using classification of both data sets by the selected
ultivariate statistical techniques, the binary categorical variable
g (diagnosis) was used for the patients’ sample classification;

t acquires two possible values: (1) indicating malignant disease,
nd (2) other, non-malignant disease. This categorization was
erformed on the basis of known histology results so that the corre-
ponding categorized data established the training set when using
hemometric terminology.

.2. Statistical data analysis

Statistical calculations were performed using the following mul-
idimensional techniques: principal components analysis (PCA)
31], cluster analysis (CA) [32], discriminant analysis (linear, LDA,
nd quadratic, QDA) [33], logistic regression (LR) [34], Kth nearest
eighbor method (KNN) [33], and artificial neural network (ANN)

35]. In addition, analysis of variance (ANOVA), correlation analysis
nd ROC analysis was also implemented [36]. Several software com-
ercial packages were used, particularly STAGRAPHICS Plus 5.1,

PSS 15.0, JMP 6.0.2, SAS 9.1.3, and Trajan 6.0 (for ANN calculations).
d Biomedical Analysis 50 (2009) 210–215 211

2.3. Analytical procedures

Tumor markers were analyzed in the clinical biochemical lab-
oratory using automatic analyzers ELECSYS 1010 and ELECSYS
2010, based on immunoanalysis with electrochemically generated
chemiluminiscent detection. Determination of tumor markers in
pleural effusion was made according to the original procedure
developed at the ITRD.

3. Results and discussion

3.1. Principal component analysis (PCA)

The smaller data set of the patients, containing four variables,
namely SCEA, EXCEA, EXCYF and SCYF, was used for a preliminary
study. It was found in the way, described above in Section 2.1 that
the variable SCYF is of the least importance. Considering this as well
as the economical aspects, the variable SCYF was used only in the
preliminary studies and then it was omitted. Instead, the variable
AGE, always accessible, was used in further PCA study.

PCA reveals a natural grouping of the studied objects (patient
samples) as well as the selected variables in a reduced dimen-
sional space. The first principal component (PC1) as well as further
PCs perform a linear combination of four original variables, opti-
mized with respect to preserving maximal variance of original data.
The variables are demonstrated in the exhibited PCA biplot by the
rays connecting the variable position in the PC2–PC1 plane with
the origin. First two PCs contain the most part of the variance
retired in original data so that PC3 and PC4 are practically unimpor-
tant. The inspection of the biplots depicted in Figs. 1 and 2 reveals
that the PC1 axis represents malignancy. All tumor marker vari-
ables are positively correlated with the PC1, which means that all
patient samples with a high PC1 value indicate malignancy. It is
in accordance with the observation (different colors of the cate-
gories in original pictures) that the benign cases are located in a
dense cluster located at most negative PC1 values and the malig-
nant cases are located at high PC1 values. Similarity of the EXCEA
and SCEA as well as EXCYF and SCYF couples, which is observable
in Fig. 1, is expected. Large PC2 value (the sense of which was not
clarified) and a perpendicular position of AGE with respect to PC1
(Fig. 2) indicate independence of AGE on malignancy as mirrored
by three used tumor markers. However, AGE was not excluded from
further investigations since it might provide another kind of infor-
mation relevant to diagnosis improvement when using techniques
of multivariate data analysis. Similar situation happened in our
investigation of cardiovascular markers where CRP did not corre-
Fig. 2. PCA biplot showing 4 selected variables (EXCYF, EXCEA, SCEA, AGE) and 182
objects—patient samples. Software Statgraphics Plus 5.1.
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Table 2
The correlations table showing pair correlation coefficients r for all continuous vari-
ables, software JMP 6.0.2, number of patients: 182, critical value rcrit = 0.145.

SCEA EXCEA EXCYF AGE

SCEA 1.000
EXCEA 0.478 1.000

significant correlation depend vastly on the number of observations
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ig. 3. Clustering of variables. Ward cluster analysis method and squared Euclidean
istance metrics were applied. 182 patient samples with lung diseases. Software
tatgraphics Plus 5.1.

.2. Cluster analysis (CA)

Among several examined clustering techniques, Ward method
32] with squared Euclidean distance metrics were selected as the
est for variable clustering. The obtained results achieved for the

arger data set (Fig. 3) are in agreement with clinical expectations.
XCEA and SCEA are clustered with EXCYF and distances among
hem are the shortest so that all variables (tumor markers) indi-
ating positive diagnosis result are most similar. Variable AGE is
lustered with SEXN; their correlation may simply reflect the fact
hat the average age of women and men is different (higher at
omen compared to men).

.3. Analysis of variance (ANOVA)

In this work a one-way analysis of variance was performed for
ach of three quantitative variables dependent on a single factor
diagnosis, Dg) used as independent variable. ANOVA was here used

o test the hypothesis that several means are equal. The patient
amples were assigned according to diagnosis and gender into
our sample categories using categorical variable Dg: Dg = 0 for
on-malignant men samples, Dg = 1 for malignant men samples,
g = 2 for non-malignant women samples and Dg = 3 for malignant

able 1
elected ANOVA outputs of all significant differences between the specified categoriesa a

ultiple comparisons Compared categories pb

ependent variable Performed test (I) Dg (J) Dg

CEA LSD 0 1 0.0023
LSD 1 0 0.0023
LSD 1 2 0.0079
LSD 2 1 0.0079
Bonferr. 0 1 0.0140
Bonferr. 1 0 0.0140
Bonferr. 1 2 0.0472
Bonferr. 2 1 0.0472

XCEA LSD 0 1 0.0000
LSD 0 3 0.0006
LSD 1 0 0.0000
LSD 1 2 0.0004
LSD 2 1 0.0004
LSD 2 3 0.0027
LSD 3 0 0.0006
LSD 3 2 0.0027
Bonferr. 0 1 0.0003
Bonferr. 0 3 0.0039
Bonferr. 1 0 0.0003
Bonferr. 1 2 0.0022

a Four specified categories belong to: non-malignant men samples (Dg = 0), malignant m
amples (Dg = 3).

b p - significance level; the difference of means of two categories (I) and (J) was qualifie
EXCYF 0.043 0.477 1.000
AGE −0.035 −0.026 0.064 1.000

women samples. Then the connection between the diagnosis and
gender on one part and the level of the analyzed tumor markers and
age of the patients on another part were surveyed. Following this
aim two types of statistical tests were used—LSD (least significance
variance) test and Bonferroni test. From the obtained results it can
be concluded that EXCEA and EXCYF are the best markers since
they separate all four categories. The tumor marker SCEA is not as
much ideally dependent on the created categories because it does
not separate the non-malignant men samples from the malignant
women samples. Variable AGE was proved insignificant in separat-
ing any of the created categories. The detailed outputs of ANOVA
are summarized in Table 1.

3.4. Correlation analysis

Table 2 is the correlation table summarizing Pearson sample
correlation coefficients r, which express the strength of the linear
relationships between each pair of the response variables. It is evi-
dent that the strongest dependence is between two pairs of tumor
markers mutually (EXCEA vs. SCEA and EXCEA vs. EXCYF). They are
significantly correlated since these r values are larger than the cor-
responding critical value however the values below 0.5 indicate not
very strong mutual correlations. The critical values enabling to state
n; for large n even a relatively small r value might be significant
(e.g. for n = 182 any r larger than rcrit = 0.145 [37]). Variable AGE is
not significantly correlated to any of the remaining variables, which
indicates that the level of tumor markers does not depend on the
patient’s age.

s obtained by software SPSS 15.0.

Multiple comparisons Compared categories pb

Dependent variable Performed test (I) Dg (J) Dg

EXCEA Bonferr. 2 1 0.0022
Bonferr. 2 3 0.0163
Bonferr. 3 0 0.0039
Bonferr. 3 2 0.0163

EXCYF LSD 0 1 0.0001
LSD 0 3 0.0008
LSD 1 0 0.0001
LSD 1 2 0.0003
LSD 2 1 0.0003
LSD 2 3 0.0014
LSD 3 0 0.0008
LSD 3 2 0.0014
Bonferr. 0 1 0.0007
Bonferr. 0 3 0.0046
Bonferr. 1 0 0.0007
Bonferr. 1 2 0.0019
Bonferr. 2 1 0.0019
Bonferr. 2 3 0.0082
Bonferr. 3 0 0.0046
Bonferr. 3 2 0.0082

en samples (Dg = 1), non-malignant women samples (Dg = 2), and malignant women

d significant if p ≤ 0.0500. Insignificant combinations were not included.
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Fig. 4. Classification of the patient samples by linear discriminant analysis. The sam-
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les are specified by corresponding numbers on the vertical axis, DF1 denotes the
nly discriminant function. 86 examined patient samples confirmed by histology as
alignant (Dg = 1) and 96 samples corresponding to benign tumors or tuberculosis

Dg = 2). Software Statgraphics Plus 5.1.

.5. Classification of patient samples by diagnosis

Discriminant analysis, which is a set of multivariate classifica-
ion techniques, can be used for classification of the investigated
amples into known categories. Many different types of models can
e employed for performing the discrimination including paramet-
ic (linear and quadratic) discriminators and nonparametric (e.g.,
ernel based or k-nearest neighbor) discriminators [33,38].

The overall procedure of the applied classification multivariate
ethods consists of three steps: (1) to create the training data set

y means of diagnostic categories using the table entries of individ-
al samples with known diagnosis, (2) to calculate a classification
odel using the categorized patient samples of the training set, and

3) to validate the categorization of the samples into the selected
lasses when using the samples not included into the training set.
or this purpose the multidimensional techniques of linear discrim-
nant analysis (LDA), quadratic discriminant analysis (QDA), logistic
egression (LR), and Kth nearest neighbor were used.

Fig. 4 represents the LDA graphical output, which shows that
he non-malignant patient samples (numbers 1–96) are located in
narrow cluster at very negative values of the first discriminate

unction (DF1) whilst the malignant samples (97–182) form a wide
nd tailing cluster at higher DF1 values—such a behavior is typical
or clinical studies performed by discriminant analysis.

The figures of classification performance of four applied classifi-
ation methods are collected in Table 3. The exhibited classification
esults regard three types of the sample data: (1) the training set
amples, from which the classification model is calculated, (2) the
amples omitted from the training set in a step-by-step manner
ccording to the leave-one-out validation procedure [39], and (3)

he samples, which were selected to form a special validation set
nd not belonging to the training set.

The predictive ability of the used multivariate methods should
e judged by the results shown in the last two columns, which are

able 3
lassification results by diagnosis (success in %) for various multivariate methods
nd software SAS 9.1.3.

lassification method Training set,
success in %

Leave-one-out,
success in %

Validation set,
success in %

DA 74.6 75.3 86.7
DA 86.3 85.2 86.7
NN, k = 3 89.0 78.6 83.3
NN, k = 5 86.8 82.4 86.7
NN, k = 7 85.2 79.7 83.3
NN, k = 9 81.9 78.0 86.7
NN, k = 11 80.2 76.4 86.7
R 88.5 88.5 90.0
R (+SEXN) 89.6 89.6 90.0

ote: Decision upon malignity is predicted using the measured values of four vari-
bles: EXCEA, SCEA, EXCYF, and AGE. The last row refers to LR where SEXN was also
sed as the fifth variable.
d Biomedical Analysis 50 (2009) 210–215 213

independent of the calculations performed with the training set.
Surprisingly, in several cases the results achieved for the test set
were better than those for the training set even though the oppo-
site is generally expected. It should be stressed that the selection
which of the samples are inserted into the test set was performed in
a random way, that is generally accessible (e.g. in MS Excel); better
results than those for the training set are therefore accidental. The
best results pertaining to different groups of classification methods
are marked in the table by bold typefaces. For leave-one-out valida-
tion the QDA results are better than the LDA ones. Several tabulated
results for KNN correspond to various k-values (the used number
of neighbors), with k = 5 as the best. However, the best results in
total (90.0%) were achieved by logistic regression, where beside the
variables used in other techniques, the patient’s gender was addi-
tionally used in the form of the binary variable SEXN (expressing
gender woman/man). It should be noted that among the utilized
techniques only LR has an advantage of using also a categorical
input variable so that the number of combined variables is here
higher by one compared to other techniques.

3.6. ROC curves

ROC is an old technique originally used for evaluation of radi-
olocation receivers (ROC-receiver operating characteristic), which
is nowadays frequently used for qualitative evaluation of the perfor-
mance of laboratory methods [30]. The ROC curve is a graphical plot
of the sensitivity vs. (1-specificity) for a binary classifier system in
which the discrimination threshold is varied. In order not to inter-
fere with sensitivity and specificity defined in analytical chemistry
these terms are sometimes denoted as the measure of sensitivity
and measure of specificity [40]. When one positive and one negative
case are randomly picked up, the area under ROC curve expresses
the probability that the classifier (using the current threshold value)
will assign a higher score to the positive example than to the neg-
ative.

The ROC curves pertaining to three tumor marker variables and
further variables, combined in this work, are shown in Fig. 5. Com-
pared to individual assessment of the tumor marker performance
much more advantageous is a combination of all three marker vari-
ables together.

In three above mentioned multivariate techniques, i.e. PCA,
LDA and LR, the most important new variables, combined from
the originally used tumor marker variables, are the first princi-
pal component PC1, the first discriminant function DF1, and logit,
respectively. These were used in the ROC analysis in the same way
as the original tumor marker variables. The results of ROC analysis
are depicted in Fig. 5. It is obvious that new combined variables pro-
vide a larger area under the ROC curve compared to any individual
marker, which means they provide more information on malignity
and can be considered as better diagnostic tools. The largest ROC
area (0.908) was observed for logit 4 composed of four variables
(EXCEA, SCEA, EXCYF and AGE). Only insignificantly smaller (0.906)
is the area for logit 5 composed of the mentioned variables plus
categorical variable SEXN (denoting gender of the patient).

3.7. Classification of patient samples by artificial neural networks

The artificial neural networks (ANN) were also used for pre-
diction of the lung malignity. The neural network was defined by
three layer perceptron; the back propagation algorithm was used
for this classification problem. ANN has been used also for diag-

nostic purposes—e.g. Parekattil et al. [41] have developed a neural
network to identify patients with bladder cancer more effectively
than hematuria and cytology. Their algorithm, based on combined
urine levels of nuclear matrix protein-22, monocyte chemoattrac-
tant protein-1 and urinary intercellular adhesion molecule-1, was
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Fig. 5. ROC curves corresponding to three tumor markers and four combined vari-
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bles obtained by principal component analysis, PC1 (first principal component),
inear discriminant analysis, DF1 (first discriminant function) and logistic regres-
ion (logit 4, logit 5 composed of four and five variables, respectively). Software
PSS 15.0.

laimed to be superior to conventional screening tests for bladder
ancer.

According to recommendations of the implemented Trajan soft-
are, our original data set (Section 2.1) was randomly separated

nto three parts: the training set (122 patient samples), the selection
et (30 samples) and the test set (30 samples). The selection set was
ndependently chosen and used by Intelligent Problem Solver of
rajan software for automatic evaluation of effectiveness of a large
mount of possible networks and suggests the best possible neural
etwork for further work. Test set, containing other independent
amples, is then used for validation of the performed classifica-
ion. The obtained results are collected in Table 4. The use of five
ariables in contrast to four variables mentioned in the table has
ot improved the classification results, which confirms the conclu-
ions achieved by ROC curves. It should be noted that the sample
election performed by Trajan software for the test set could not
e influenced by the software user so that the chosen samples dif-
er from the way of selecting the validation set employed by other
echniques (shown in Table 3).

.8. Chemometrically aided prediction of lung malignity
Diagnosis prediction for a patient with unknown diagnosis is
acilitated when using a combined variable calculated by PCA, LDA
r LR. For instance, the PC1 is a multicomponent obtained in PCA
y linear combination of original tumor marker variables using

able 4
NN classification results (success in %)—two classes formed by malignant/non-
alignant diagnosis as achieved by software package Trajan 6.0.

ets Used variables

EXCEA, SCEA, EXCYF, AGE EXCEA, SCEA, EXCYF, AGE, SEXN

raining set 88.5 86.9
election set 80.0 83.3
est set 96.7 96.7
Fig. 6. Scheme for diagnosis prediction according to standardized values of tumor
marker content using the cut-off value −0.34 established at the maximum of Effi-
ciency.

standardized data. It means that the mean value of the respective
variable (marker) is subtracted from every measured variable value
and the result is divided by the variable standard deviation.

The PC1 value for any proband is easily calculated using the
coefficients obtained as the eigenvector given in the PCA output:

PC1 = 0.6957 EXCEA + 0.5074 EXCYF + 0.5086 SCEA (1)

(SCYF and AGE variables were omitted in this equation since it was
found that they have only a minor prediction capability). This equa-
tion together with the found cut-off value −0.34 on the PC1 axis can
be used for every individual either to confirm his/her diagnosis (if
it is known) or for a fast diagnosis prediction—if histology has not
been made before.

The cut-off value, separating the distributions of malignant and
benign samples, respectively, can be found at the maximum of Effi-
ciency, E, defined as

E = tp + tn
tp + fn + tn + fp

= tp + tn
n1 + n2

(2)

for any of the used variables. The symbols tp and tn denote true
positive and true negative results achieved by the studied tumor
marker, respectively, fp and fn denote false positive and false neg-
ative results, respectively. The correct diagnosis was obtained by
histology.

The Efficiency values can be calculated either in MS Excel (where
the fp and fn cases are filtered off) or by means of a suitable software,
e.g. GraphROC for Windows [36,42]. In this way e.g. the cut-off value
−0.34 was obtained for the dimensionless PC1 scale and a similar
procedure was applied also for further multicomponent variables.

The described diagnosis prediction can be easily implemented in
the hospital information system containing the patients’ data when
the needed PCA coefficients and the cut-off value are delivered, as
it was the case in Department of Clinical Chemistry of the Institute
for Tuberculosis and Respiratory Diseases in Poprad. Fig. 6 depicts
an example of diagnosis prediction for two patients using the above
mentioned approach. It should be noted that the standardized val-
ues of tumor markers may be also negative, which simply means
that they are smaller than the corresponding mean value (as it
happened also in four cases shown in Fig. 6).

4. Conclusions

Principal component analysis and cluster analysis allow display
a natural grouping of the samples belonging to the individuals,
which are under medical treatment, with regard to lung diseases.
The exhibited results demonstrate a very good applicability of
the used multidimensional statistical methods for graphical rep-
resentation of the investigated samples in a reduced number of

dimensions.

Four multivariate classification methods and artificial neural
networks were successfully used for categorization of the patient
samples by diagnosing malignant/non-malignant cases. All classifi-
cation methods, which were used in this study, enable a very good
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ample classification by diagnosis however the best results were
btained by artificial neural network and logistic regression. The
entioned types of diagnosis may be predicted or verified for the

atients with a lung disease not only by evaluation of the results
f the selected best individual laboratory test but also utilizing
ll performed laboratory tests jointly in the form of their optimal
ombination ensured by an appropriate multidimensional statis-
ical technique. The use of tumor markers for diagnostic purposes
s fast and sufficiently correct when applied in the way developed
n this work. The attempts of embedding the mentioned newly cre-
ted combined variables into the hospital information system were
uccessful and have been used as new diagnostic tools.
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